Scalable Bayesian approach

Scalable Bayesian approach is built on the idea presented in True Skill algorithm developed by Microsoft Research [2]. Approach was developed to model interaction of players in multiplayer games and to predict outcomes of such games. The basic idea is similar to ELO rating in chess and is based on predicted skill of two opponents and their interactions. Based on the interaction, the skill estimates (model priors) are updated so that:

- Score of the winner is increased and score of the looser is decreased.
- Score update (increase for the winner and decrease for the user) depends on the relative skills of the opponents. If the skill difference is big the updates are big and vice versa.

The problem with this approach is that the learning rate (update size) is determined only by difference in skills. That means that skill estimation for a new player takes a relatively long time and that an accidental bad performance can ruin a player’s score. This is the problem True Skill aims to address with modeling player score as a Gaussian random variable instead of as a scalar value. Having additional information about the parameter value (parameter variance) means that updates can also be determined by variance. That means that the magnitude of updates and conversely learning speed depends on the amount of information we have about the player. Learning speed is higher (big updates) for new player and smaller for established players. Addition of variance enables the model to learn quicker in generally requires less iterations to estimate player’s skill [2].

1.1 Generalizations of True Skill

The basic idea of True Skill can be adopted to other problems where basic interaction can be modeled as opposition between two agents. Example of that is True Learn, developed by Bulathwela and others [1]. True Learn is being
developed to model the learning path of students consuming educational materials. Agents in opposition in True Skill are learner and educational material. Parameters estimated by the model are material difficulty and learner’s skill.

Another generalization of True Skill is recommendation system for blind students developed by Molan and others [3]. Here the system aims to learn student’s accessibility preferences and use those preferences to rank materials in terms of suitability for a specific student.

The idea of two opposing agents in Bayesian learning task can also be abstracted to use in a classification setting. Such work was first explored in [4]. There, the task was to learn the user preferences for different types of adds. The agent describing the ad was only a collection of active one hot encoded features. Because the add side was not updated, the variance of those active features is set to 0 (in actual implementation the variance is very small positive value to avoid numerical errors). Generalization of the approach, presented in [4], can be implemented as a general classification algorithm.

1.2 Opposition based classifier

Even basic (binary) classification task can in some way be interpreted as an opposition of two agents. The developed approach only works for one-hot encoded discrete (nominal) variables. Generalization to continuous variables is a topic on ongoing research. The starting shape of the data, processed for the developed classifier is presented in a table 1.

<table>
<thead>
<tr>
<th>f1</th>
<th>f2</th>
<th>f3</th>
<th>f4</th>
<th>f5</th>
<th>...</th>
<th>f(N-1)</th>
<th>fN</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>...</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The model iterates over rows of the dataset - model is updated after each row. In order to understand an update after a single row one only has to understand how to construct two opposing teams form a single line in a dataset. One team is represented by active (hot) features (features with value 1) and another is a dummy team consisting of zero mean ‘zero’ variance Gaussians. Dummy team is the same size as a feature team. Both teams are presented in a table 2. Information about the label is interpreted as the outcome of the opposition; if the label is 1 the feature team won - otherwise dummy team won.

The main advantage of using described scalable Bayesian approach as a classifier is its interpretability. Learned attribute weights (Gaussians for each feature) can be examined and visualized as a plot. Variance holds additional information compared to scalar weight values as it describes certainty about the estimated weight. Learning schema can also be represented as a graphical model (as presented on figure 1).
Table 2: Representation of two opposing teams. G(0,0) designates a deformed Gaussian distribution. G(f) denotes a learned Gaussian for a feature f.

<table>
<thead>
<tr>
<th>G(f2)</th>
<th>G(f3)</th>
<th>G(f5)</th>
<th>...</th>
<th>G(f(N-1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>vs.</td>
<td>G(0,0)</td>
<td>G(0,0)</td>
<td></td>
<td>G(0,0)</td>
</tr>
</tbody>
</table>

Figure 1: Factor graph of a Opposition Bayesian classifier.
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